Davis Community Network Hardware Upgrade Proposal
Dave Zavatson

Overview

The DCN provides online services via two Sun UltraSparc 1s.  These systems are approximately 8 years old.  They are running 

Wheel.dcn.davis.ca.us

· Solaris 2.6 (SunOS 5.6) 

· 128MB RAM

· UltraSparc-I 167MHz

· 22 GB disk space 
Spoke.dcn.davis.ca.us

· 17 GB disk space
· 98 MB RAM

· 15 GB disk space

The OS is end-of-lifed.  It has unknown security vulnerabilities.  The kernel has not been patched since Aug 2003.  (Over five years!)  Much of the software running on these systems is no longer supported.  All of the software is in need of updating.  Many packages have known security vulnerabilities.
Indra is an omsoft host.
Plan

Purchase two servers to replace wheel, spoke, and indra.  Each server will run VMWare ESXi, a virtual environment, allowing for multiple, simultaneous operating systems to co-exist.  One server will be the primary spoke/indra host.  The other server will be the primary wheel host.  Each server will be able to backup the other server in the event of a hardware failure.
Purchase a development system for system administrator.  The development system will be the test/dev environment for all software changes prior to implementation on the production servers.  Development system will also backup critical images for wheel and spoke.
Host operating systems will be a free Linux, Ubuntu.  All applications will be free.  There will be no licensing costs for any of the layers of software.

Benefit

The new servers will be approximately 400 times faster than the existing servers and have 128 times more RAM.  They will come with a three year warranty and use less energy.   The additional disk space will allow a tenfold increase in users’ mail quotas at the same cost..  We may also consider raising the default web quotas.  
The new servers will be backups of each other, allowing for near immediate failover in the event of a hardware failure.  The systems themselves will have more redundancy built in (RAID disk, dual power supplies), allowing for replacement of failed components without necessarily incurring downtime.

The existing servers are no longer running a supported operating system and have not been patched in several years.  The new servers will run open source supported operating systems and will be patched on a regular basis.
Cost

Replace wheel with refurbished Dell 2950 from Aventis Systems (~ $4,200)
· Dual intel xeon quad core 2.3GHz processors

· 16GB RAM

· Six 750 GB 7.2k SATA drives (3 TB usable using RAID 5)
· Rail kit
Replace spoke with refurbished Dell 2950 from Aventis Systems with following minimum requirements (~ $3,200)
· Dual intel xeon processors

· 4 GB RAM

· Min 3 TB disk usable 
PurchaseDell desktop/tower for system administrator (~2,000)
· Large capacity drives if it is to be used to backup files from wheel

· 2GB RAM

· Intel Xeon processor

Alternate wheel replacement – Dell 2950 (~3,200)

· Dual Intel Xeon quad core 1.8 GHz processors

· 8 GB RAM

· Four 500 GB 7.2k SATA drives (1.5 TB usable using RAID 5)

· Rail kit
Cost mitigations

The DCN incurs yearly costs of $2,000 (guess – need real numbers) in maintenance on wheel and spoke.  The new servers will not need maintenance contracts until they are out of warranty in 3 years.  This is a cost savings of $6,000 over three years.  

Omsoft pays $1,000 (is this right?) for maintenance on indra.  This represents a cost savings of $3,000 over three years.  Omsoft will also realize a savings in power utilization.  The two new servers will utilize ???700W, costing approximately (0.7kW * 365days/year * 24 hours/day  * 12c/kWhr) $735 per year for power.  The existing servers wheel, spoke, and indra utilize approximately ???1,000w, representing a savings of approximately $300 per year in power costs.
Immediate Next Steps

Purchase first server as wheel replacement immediately.  I can start initial installation and preparation for services even as we finalize a transition plan.  Primary focus should be email accounts.  That is our most visible service and most prone to disruption due to high load on wheel.  

Install email delivery and reader programs on wheel.  Once that is complete, transition mail delivery and name wheel to new server.  Account management moves to wheel at same time.  

Apache remains on existing server until next step is complete.  Updates to public_html pages occur via NFS mounted dirs from old wheel.

The details of which services remain on old-wheel and which go to new-wheel can be worked out prior to transition.  I suggest purchasing the server soon, however, so that I can begin configuration ASAP.

Create new spoke on same hardware.  Once images for spoke and wheel exist, purchase second server and transition active spoke to new hardware.
Services

Wheel  has ~1,900 accounts.

The following public services run on wheel:

· 21/tcp    ftp – insecure protocol.  Transmits password in clear text.  Replace with SSH FTP
· 22/tcp    ssh – update to latest version included with OS
· 23/tcp    telnet – insecure protocol.  Retire.  Use SSH instead.
· 25/tcp    smtp – mail protocol. Upgrade to latest sendmail.
· 37/tcp    time  -- time sync protocol.  Not used.  REmove
· 53/tcp    domain – DNS.  Install latest ISC bind as part of OS.
· 80/tcp    http – install lastest apache 2.  
· 110/tcp   pop3 – replace with cyrus pop
· 111/tcp   rpcbind – probably not needed.  Does not provide client services.
· 113/tcp   auth - 
· 143/tcp   imap – replace with cyrus IMAP server
· 513/tcp   login

· 514/tcp   shell

· 540/tcp   uucp – deprecated.  No longer needed.
· 587/tcp   submission – mail submission agent.  Use sendmail or qmail.  
· 4045/tcp  lockd – nfs lockd.  Not needed if not providing NFS.
· 32775/tcp open  sometimes-rpc13 – unknown what this is.
Login shell access will remain unchanged.  The default shell will remain ksh.  The same existing shells will be available.  New shell accounts will get revised default profile.  
Current email is stored in single files with “From “ separated mail messages.  This will not scale to large mail quotas.  The new server will use the Cyrus mail storage system .  http://cyrusimap.web.cmu.edu/ Email will be available via POP or IMAP only.  No direct mail access.  The new system will enforce mail quotas and bounce messages with a notification to senders when the client’s quota is exceeded.
Web services will be via apache 2.  All web logs will be in a central location and rotated nightly.  We will keep four weeks of logs online and generate usage statistics for all clients via a package such as webalizer.  Logs will no longer count towards clients disk home disk quotas.

Applications on wheel

· Pine – replaces with alpine.  There will be no direct mail access.  Alpine will use IMAP to access mail.

· Tin – news reader.  Check usage and decide if we should continue this service.

· Internal support applications and scripts for DCN and omsoft.  These need to be identified and ported to new server

· Adduser – user maintenance appcliation

Spoke

Spoke provides

· Majordomo mailing list management.  Deprecated.  Last release 2000 – will be replaced with mailman http://www.gnu.org/software/mailman/index.html
· DNS master  – no change.  Upgrade version to latest ISC bind as part of Ubuntu OS

Internal Support Services

Disk Breakdown

Wheel mail quota breakdown

Mail usage on Sunday, March 15, 2009.

· 17% (323) empty mailboxes

· 69% (1311) mailboxes less than 1MB

· 83% (1577) mailboxes less than 5mb

This suggests 69% of users download all their mail on a regular basis.  The rest allow their mail to grow.  If we assume a similar distribution of utilization, the mail quotas can be increased as follows :

	Quotas
	Required Disk Space

	10 MB
	5.70 GB

	50 MB
	28 GB

	100 MB
	57 GB

	200 MB
	114 GB

	500 MB
	280  GB


Current mail quotas are loosely tied to the overall disk quota allocation.  There are no disk operating system disk quotas enforced on wheel.  All quota enforcement is done manually.  Jack used to send out email to users notifying them that they are over quota.  

Additional home space can be purchased at the following rate:

· up to 24MB    $5/month 

· up to 99MB    $10/month 

· up to 249MB   $20/month 

· up to 399MB $30/month 

· up to 549MB $40/month 

· up to 699MB $50/month

If mail quotas are increased, we should re-evaluate whether default home quotas are increased also.  Should they be tied together?  Should we have one overall quota for both mail (/var/mail) and home directories?  This solution is technically difficult to implement.  Should mail and home have separate quotas? Separate quotas are easy to implement, but we should consider the implication of having higher mail quotas than home directory quotas.
Wheel file system layout (~500 gb)
File systems can be grown later to accommodate more usage.

/boot

1 GB
/

5 GB
/var

20 GB
/local/disk-1
10 GB (/usr/local and /opt -> to here)

/home

200 GB
/var/mail
200 GB
Spoke file system layout (~30 GB)
/boot

1 GB
/

5 GB
/var

10 GB
/local/disk-1
10 GB
Indra file system layout (~50 GB)

Unknown ----
Wheel ESXi overall layout (~1.5 TB) 
· wheel OS

500 GB

· growth


500 GB

· spoke backups (5x)
150 GB

· indra backups (5x)
250 GB

spoke ESXi overall layout (~3 TB)
· spoke OS

30 GB
· indra OS

50 GB

· growth


200 GB

· wheel backups (5x)
2.5 TB

